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Abstraci

In an intercomparison organized by the IAEA, 12 PC-bused programs [or -ray spectrum analysis were tested using
seven reference spectra and & sum of squared differences method. Tt was found that all programs vield peuk wreas withouw
hiis. relative to cach other. Most of the programs could analyze a spectrum containing only singlets in reasonable
statistical control with respect 1o peak areas Peak positions generally are reported with too small or absent uncertiinlies

Sratistical contrel was found 1o be lacking in the analysis of dpublet peak areas

I. Introduction

Ciermamum semiconductor detectors huve been avail-
nhle singe the late 19605 (Quite a few fully developed
software packages are available 10 perform the analysis
of the spectrn measured with these detectors. The last
1AEA intercomparison of such packages, G-20 was per-
formed in 1980 and dealt mostly with in-house software
[1], Test of commercial software were also performed
[2-4]. The ANS] standard 42,12, section § [ 5], specifies
methods to verify the performance of such software pack-
nges. The basic concepts of this standard were applied o
selectéd programs by Koskelo [6-8]. However, this stan-
durd method determines whether o program s good
enough or not and is less suilable [or an intercomparison,
where ane i5 looking for the best available program.

In November 1995 g consultant’s meeting was called
by the IAEA to perform an intercomparison of such
pragrams for the analysis of y-ray spectra, using reference
spectra (9]

The reference specten were analyeed in two different
ways using 12 PC-hased analysis programs, The results

“Cormesponding author

were compared to the relerence results using a reduced
sum of sguares methods, testing the ability of the
progrims to determine the peak areas, the peak aren
uncertuinties, the peak positions and the peak position
uncertuinties, Since peak areas os determined by ihe
different programs mght be biased by differences in peuk
shape models, corresponding renormalization factors
were determined prior to the statisticul lesting.

In this paper, the muin methods and results of the
intercomparison are presented in order to stimulate the
developmen! of even belier y-ray spectrum anulysis sofi-
ware and mssist the potential users of such sofiware
Whenever possible, the relation between the test results
presented here and the tests preseribed i the ANSI
stundard 15 made explicit. The inlercomparison is de-
seribed i greater detail in an JAEA Technical Docu-
menl.

2, Method
21 Fhe veference spectra
The reference spectra, as described in [9], are n cali-

bration specteum obtained from stundard calibration
sourees gontainmg **MNa, *TCo, ""Co, ""7Cs and ¥Mn,
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and several “*"Ra with progeny spectra. Some of (he
latter have been mampulated by 3 channel shifts and
subsequent additions 10 generate doublets with known
but varying separation in terms of peak width and known
peak area rutios. One of the spectra is distoried by
pile-up due o the presence of an **'Am source. The
unmanipulated **"Ra spectrum is called “straight”, the
distorted one “distort” and the added spectra are numed
according to the peuk area ratios: “udd Inl", “add|ni”,
“addIni”, “add 10n1” and “add1n100". For each reference
spectrum, reference dats for expected peak uness and
their uncertninties, obtained from an unmanipulated
spectrum with i 20-fold longer couniting time, are avail-
able

22 The unalveis progeany

The programs tested were ActAn 2.5 (UEADEN,
Cuba), GammaPlus 1.02.0 (Siléna SPA. laly), Gammu-
Trac 132 (Oxford Instruments Inc. USAL Gamma
Vision 23 (EG&G Ortec. USA), Gamma-W | 7.08 (West-
meter GmbH, Germanyy Ganaus 3.2 (IAEA, Austria),
GenePC 22 (Canberra, USA), Hypermet PC 4.00
(KFKL Hungaryl, InterWinner (Eurisys Mesures,
Francel, O5Q Professional 6.3 {Aptec Engineering Lid.,
Canada), Saumpo 90 (Helsinki University of Technology.
Finland}, and Span (Inst. of Nuglear Power, China), Two
of the programs, i.¢. ActAn and Ganaas. were developed
under auspices of the IAEA. All progrivms ran under
ME-DOS or Windows, except for GeniePC which runs
under OS2,

2.4 dAnalysis of specira

Spectrin were analyzed with each program by one user
only. All team members were considered experienced
y-ray spectrametnsts, Prior to the actual anolysis of
spectri, the manuals of the progroms were stodied [or
two hours. This amount of time was sufficient 1o read all
of some manuals but not enough to read more than
# fraction of others - the number of pages per manual
viried from less than one hundred to several thousand,

The calibration spectrum was used to calibrate the
programs with respect to peak shape and channel-energy
relation, Using this calihration, each spectrum was ani-
lveed twice. First with all parameters, such as peak scarch
sensitivity and residual search sensitivity, set 1o the de-
fault values or, il wvailable, 1o the values sugpested in the
mini] of the program. Second, with the parumeters set
to the user’s liking, attempting 10 optimizé for the analy-
sis of each spectrum. This optimization was performed
using the information offered by the unalysis program
and s documentation. The statistical processing of the
amalysis results was performed only after all analysis runs
haicl Been completed,

24 Data handling

The reference lists specify peak positions in terms of
efiergy, To separate the problem of peak position deter-
mination from the simpler problem of energy calibration,
the conversion lrom channel to energy wis performed by
i program that applied the same enerpy ealibration to
the output of all programs, allowmg (o different
methods of numbering of channels: Some programs start
counting at channel # 1, others at @0, Also, it was found
thut, for the added spectra, u shightly different energy
caltheation is needed than for the “straight” and “diston™
spectra. For both groups, a quadratic energy calibration
was upplied. For the added spectra, the relstion between
peak position poand energy £ used is given by

E =278 4+ 0.396952p — 4.0 x 10 *p?
und for the “straight” and “distori™ spectra
E =278+ 0396952p — 70 % 10 %p?

The same conversion program vielded output in
i standard format similar to the format of the reference
Hists, contuining peak positions and areas, both with their
absolute one standiurd deviation uncertainties. This step
was not entirely trivial, because only o few programs did
report uncertuinties in the peak positions, i.e, Gammua-W,
Hypermet PC and Sampo 90, For all the other programs,
which reported energies with two or more digits afier the
dol, implying uncertiainties of less than 0.01 keV, these
uncertiinties were set to 0001 keV. Also, not all programa
reported one standard devintion uncertpinties, The re-
ported uncertaintics were converted 1o ome standard
devition shsolute uncertuinties according to the defini-
Hons given in the documentation of the programs

244 Principle af the res

A separate program. available with the reference
spectrd, wias wied (o perform s statistical comparison
based on standardized residuals or z-scores, ie the differ-
ences between roported values and reference values
divided by their own uncertainties. In those cases where
both a reported area and a reference area were availuble
[“hits™), two such z-scores could be computed. A =-score
related 1o the quality of ared determination based on the
uricertainties in the relerence files:

= -4LE.| - Arll’
=-ref — ?

o Wi + i

and @ z-seore reluted o the statistical control of the
annlysis program based on koth the reference uncertainty
and the uncertamy reported by the analysis program:

? = Al‘tp e "irrl'

“TEp

o Oen + Ty
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where 4, 4 and A, ure the reference and reported peak
ared, T, And ., thelr uncertumties, respectively. The
ratio of the counting times of the reference spectrum and
the test spoctry s 20 and /200, was considered the
optimum uncertainty 1o be reported by the umalysis pro-
grams. Such z-scores ure expected 1o be normally distr-
burtedd with a zero mean and a unity standard deviation,
ie, z-scores higher than 2 or lower than — 2 indicate that
something is wrong st the 3 = 0,05 level

If the reference ares was missing, the reported peak
was consideréd to'be a “false hit” and only the second
rscore could be computed, using 2ero both as the refer-
ence aren and as its uncertainty, I7 the reporied ares was
missing, it was considered a “miss” and only the first
sscore could be computed. Missing o noisy peak or
reporting a false hit with o high uncertivinty in the area do
not result in high z-seores and are therefore “allowed™ m
this rest

The added reference spectra contain doublets with
separations varying from 04 to 12x FWHM. It was
devided to allow for analysis programs delermining the
toful area of doublets with small separntion. To this end.
il twiy penks in the reference list matched one peak m 1he
analysis program output, e if both reference peaks were
located within 0,5 FWHM of the analysis nesult, the
two reference peaks were merged belore the computation
of zesppres. This 'was also done if such rwo reference
peiks were located within the position uncerteinty re-
ported by the unalysis program.

The =-scores were squared, added and the totul divided
by the number of peaks in order 1o obiuin reduced sums
of squares as the final test results,

242 Peak grea renormalization

Lising all “hits™ for the case of the "straight” spectrum,
o weighted avernge and its uncerthinty of the ratios of
reference peak wpreas and program outpul peuk wrens

were determuined. The weights used were the inversed
squares of the uncerininties in the aren ratios, computed
[rom relerence and reported uncertainty. Peak ares ratios
differmg from umiy by more than 001, assumed 1o be the
results of incorrect deconvolutions, were excluded from
the average. Since none of the repermalization {aciors
found for the “straight” spectrum devinted from unity
significanily, as will be discussed later, the rencormali-
zation [actors were applied to the program outpul peak
drens only in the case of the “disiort” spectrium where the
peak wreas themselves were expected to be binsed doe 1o
dead time For this spectrom, 8 dead time relative to the
straight spectrum of approx. 9% was thus established.

24.3. Compiitation of standardized residials and rédueed
Sartrs of Sefiedres
Z=scores or standardized residuals were computed as
described above. A section from the companson program
output i shown in Fig. | From the r-scores, reduced
sums of sgquares X7 were computed [or different catego-
ries of peaks. 1Mo renormalization had been performed.
the X for any category was computed as the sum of the
squares of the z-soores in the corresponding category,
divided by the number of peaks in the eategary. Il renor-
mualization had been applied, the number of peaks in the
category minus one wis used in the division for the “hit”
calegores. The categories and their definiions were:
- Annihilntion. peak: Any peak closer than 3 keV 10
511 keV,
- High peaks: non-wnnihilation hits for which the ratio
ol reference peak areq and reference peak uncertminty
is larger than 10,
~ Smaoll peaks on high contnupum and small peaks on
low continuum: Hits for which the peak area was less
or more than .55, respectively, where b {5 the area al
the continuum under the peak. Knowing that the refer-
ence uncerthinties were determined from a spectrum

REFERENCE DATA | AMALYSIS PROGRAM OUTPUT |

E I A I E I A | =z-scerea
val wune | val una I wal wna | val uno | rTep ref
2112.5 0.1 | Al 2121125 0.1 | 0 10 | -3.8
2120.0 9.1 | 553 & | 2120.1 0.3 | 488 a7 | =28 -39
2121.2 0.1 1 593 & | 2121.5 0.2 | 662 4 | 1.5 2.5
2194.1 0.1 | 16 2 | -2184.1 0.1 | 0 B | -1.7
2195.3 0.1 | 16 2 | 2195.3 0.1 | a B -1.7
2205.6 0.1 | 2384 11 | .2205.8 0.2 | 1286 51 |-20.8 -20.1
2206,8 0.1 | 2384 i | -2206.% 0.1 | 2688 64 | 4.7 5.6

2207.3 0.2 | o 0 | 2307.3 0.2 ) B24 43 | 19.1

Eig 1. Section af s-svore fable, showing o “mis® gt 20125 ke, u reavonuble dobler Gt ar 21230,0 wnd 21212 keV. weid an erroneons
doubler Bt ot 22086 and 22068 KeV. resulting in w *false hit™ ar 2207 3 keV
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with a counting time 20 times longer than the reference
spectra, b was estimated from the reference peak aren
A and it unertainty @, using

b= [luﬂfﬂ' — Al

— Any match: All peaks belonging to the previous three
categories, ie. high peaks, small peaks on high and
small peaks on low continuum.

- Misses,

~ False hits,

Total: All previous categories except for the annihila-
tion peak.

A separate X7 was computed for peak position from the

differences between reference peak position and program

culput peak position and their uncertainties in terms of
energy, analogous to the X* for peak nreas

A Results and discussion
31, Tables of resulis

The number of peaks m each category and the X*-
results. for the different programs are shown in

Tables 1-11. In these tables, “X1" and “X 2" refer 10 the
X -values compuied using the uncertainty reported by

the program and the reference uncertamty, respectively.
Doublets of the annihilation peak are unphysical and the
corresponding results are therefore omitted from the
tables. During the intercomparison, some analysis runs
were not performed by mistake. These data are therefore
missing from the tables. From the data presented, graphs
were produced that are shown in this section.

1.2 Peak detection aliliny

The ability of the programs o detect singlet peaks,
which 15 the first aspect to be tested according 1o the
ANST standard, can be judged from the number of detec-
ted small peaks on high background listed in the tables
These numbers are shown in Fig. 2 The number of misses
and the related X *-value are also related to this ability,
but less discniminating Most programs allow the user 1o
sel @ peak search sensitivity parameter directly influenc-
ing the detection ability and the data in this figure there-
fore mostly reflect the setting of this parameter. In an
intercomparison, 1 more interesting aspect of program
performance is the ability to detect small peaks and nor 1o
derect spurious peaks, Le. to have a small number of false
hits, In Fig 3, the difference between the numbers of
detected small peaks on high background and the num-
bers of false hits are shown. It must be pointed out that

Tahle |
ActAn
Delault settings Liser setlings
strn. dist  Inl 3nl Ind I0ml Inl00 stra  dist Iml 3nl Ini [nl  InlO0
High peak N 47 47 47 3 a7 55 4h 48 47 k) ¥ ] 55 E
Xl 932 14.1 122 78BS 525 5E il 60 1041 540 418 6hE 9.5 35
X2' 104 164 353 2228 177 420 i 37 412 55 1§kl 08 242 57
Small on high N it 12 12 17 It 18 16 12 |4 17 17 i ! £
X1 IR 4.1 23 49 14 |4 12 29 32 1.5 i 16 (] 14
X2 47 B4 bot U 1 33 185 1.7 45 185 9.2 104 15 99 0
Smll on Jow N 160 ] ] 13 15 1% 10 14 i2 4 1% 6 19 18
Xi 5 4.8 4 56 14 132 21 18 47 bd 53 4.1 124 b

X2 45 100 169 447 15

All matches N T 7 108 {1.4] o4 L
X1 8s0% 10 107 C5Rl M6 L]
Xz B4 158 MLl 180T 1489 364

Pasition X 6 18 74 118 L TERT

Anniilation hl I I
X 252 94

Misses Noo97T 103 2 207 228 X6
X 81 0 106 S5 132 hE

Falsé hits NoO1s 3 O T i
X TITS 140 260 B29 6089 3LE

Total N OIBS 205 39 32 37T ME
X Ee4 318 110 362 395 3.2

2897

5 40 W1 166 ITS IO 1703 4003

7 M Fk | 99 103 14 95 83
25 45 a7F 408 3ES 53 E.4 13
147 40 32 410 e 167 503 507
0% &40 176 76 I8 [ SR . R

| I
53

178 B 97 2 0 i 99 167

BEE 55 59 390 B0 153 6.7 §2

b ]| 19 L 19 1% 10 2
11626 1313 2434 b4 B0 13X} &7 253

6 191 m 3w 322 34y M4 278
T4 190 TI® Me |6 122 7.8 B5
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Tahle 2
Ciammalric
Default settings User settings
sirn  dist Ini anl in¥ 0ol  Inl00 stra  dist Inl Inl Ind 10l 1nol00
High peak N 45 55 52 ] 44 45 47 At 54 57 b1l 51 47
X 50 02 T % 44 29 4 TS6 18T ST 123 a0 ke |
X2 058 1563 285 897 4531 M85 491 15 99 64T 622 415 220
Smll on high N a 5 2 7 2 T 4 7 f i 9 5 ¥
X1 v £ 121 713 7 48 07 11 8] 500 .t (i 27
X3 55 19.2 &1 49 1o 118 25 112 WX 1035 T8 0.7 78
Small om low N 4 3 3 | 2 5 i 5 4 3 4 p] 5
X1 02 ] [.2 40 14 1.0 T 10 .6 0.5 16 k6 1.4
X2 08 416 8, 23 ih 5l 0 98 pl4 46 147 43 Bl
All matches N 52 k| 5 (%] 53 57 58 58 it 64 &9 3 B0
X 46 184 78 1Z8 45 o 37 59 140 438 110 23 19
X3 487 1400 237 530 421 211 302 #1392 $5S5 534 M 158
Position X 24 g2 13 I B0 &l 29 248 B3 124 I8 &7 1R
Anmihilation N 3 3 3
X 2847 2345 5512
Misses N 25 254 R 3M 196 111 ! 31 23 Wb 235 192
X s 479 146 M9 175 Q08 B 87 456 112 2%} i6b 9.3
False hits N 4 4 4 1 L 3 4 il 8 4 4 3 3
X  44% e 1373 334 353 250 478 6918 604 23Te 32 M2 314
Tatal N 174 2§ 1 4 W7 [/H 173 187 37 e 333 i 255
X Ins 430 149 26% 155 9.3 79 T8 94 N4 IE6 140 K0
Table 3
CrammuPlut
Default settings Llser settings
sicn dim iml Inl Ind  10n1  IniDO sien dist Inl  3nl ind  (fnl Inl00
High peak N 4% 47 =0 51 49 47 47 48 47 T4 v 65 54 47
X 4 14 1422 164 24% 43 |4 i3 L7 4D 414 314 19 I4
X3 1.7 T4 265, 136 240 47 L7 L5 27 T3 13 120 9 1.6
Small on high N I8 L5 1§ 13 16 I 15 n % ) 17 e 19 1]
X1 1.9 63 EH 14 33 12z 2| n (2] 31 2 19 20 1.6
X2 14 66 45 14 53 9.8 14 4 1610 33 1.3 33 1.3 2
Small on low N i5 | |4 16 2 15 15 i3 14 4 17T 14 16 &
g | 14 2 24 21 Il 23 04 x7 13 28 1 12 2.3 ne
X2 12 23 53 44 35 13 Ll (i 2 54 41 k. O 1o
Al matches N E| Th 18 i 77 TR 77 52 77 4] 9 11 R Bl
X 14 3 9686 113 14E i35 14 {4 2 ns s U2 z6 14
r 1.4 S0 1784 94 164 55 1.5 14 52 563 9.3 a1 4.6 1.4
Puosition 4 1.9 133 93 180 312 1Xn 9.4 17?184 53 141 55101 95
Annihilation N I I | 1
X 4 03 17 14
Missey N 8K 94 236 M5 251 W 172 47 93 211 1wy 226 199 167
X 56 55 1990 418 KLY 274 T4 56 5 N7 1Er 33 RA 1
Fulse hirs N [ 15 E 4 9 5 7 13 e 2 ¥ 10 4 ]
X 70 12337 67 [T 4.1 b 1 54 6.3 9528 62 45 41 24 50
Tatal N 179 15 319 W9 337 291 35 [k 1% 2R 293 3 M 287
X IR 1035 1704 329 648 2007 L] T l04E Sal 174 221 6.9 6
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Tahle 4
Coarmma Vision
Dyefault settings User settings
stra dist  Inl ol Imd  [Oml Ini00 stra dist imd Inl Ind  10nl EodOd
Highpeak N 47 44 47 45 45 M 8 41 4 47 45 45 44 4
X1 ‘08 09 4715 455 494 hH e (LK ng 4717 456 1495 6.8 [FF.)
X2 440 &8 112 52 W4 132 43 4.0 A 1172 SEY 1974 132 43
Sniall on high N 1] 14 [ 1 14 10 11 1y 14 & 10 14 [[1} I
Xl LT 14 17.6 15 43 7 1.7 15 24 176 25 4.3 =T 1.7
X2 B2 408 551 114 34 1382 203 75  40E 553 Ttd A8 138 M3
Small on low N 8 ﬁ 5 b 3 i 7 B [ 3 fi § % L
X1 0% 08 2 1E 2.1 iR 02 05 (-] 29 L% | 1K 02
X 24 58 1S 556 26 1348 15 24 5N 315 556 214 1Mab ]
All matehes N~ &% 4 55 fil o4 62 fd it 4 k| il fd 62 L]
Al 08 12 3834 41 1061 57 09 0ne ¥ | IE4.3 2 1062 57 ne
X¥T 455 135 95N 03 1475 490 68 44 |35 9549 53 1473 490 [
Position x I 17h L% 176 315 114 BRI 21 176 B4 176 35 114 43
Annihilation N i i 1 |
X 656 410 BS6 420
Misses N |ns 105 it ] bric . R S 186 104 108 160 230 4F s 154
X 96 104 1318 1e0 1HE 271 9.0 87 D4 1T E fref g 37 Wi
Fulse hits N L] 24 i1 17 11 1 15 4 4 11 I I 12 15
X 40 1854 1.2 10* 234 8 12 LY 19 40 1853 12w 10> 2227 22 1.6 kR
Total N 1T 193 138 T M2 E 267 [79 193 33k ME 342 3w 247
X 62 202 6465 1089 (065 2% L] 61 X2 6dls 10k6 1065 218 LB}
Table 5
Chinstiitia-"W
Defuult settings Liser seitings
st st inl 3ni Inid Mnl IniDO. sien diss Inl inl 1nd 1001 Inlin
High peak N 48 47 78 56 68 51 45 48 46 Bl B4 &7 82 4%
X1 i I 1.2 505 1Ty 152 1.3 ER a7 %2 376 7.5 is i | 21
X2 21 51 1347 462 BB 224 11 1.9 e 424 128 L 6.2 i
Small o high & |8 14 19 1% Ik 14 m Ik |4 T I 14 13
Xl 1.8 y 5B 13 49 23 33 1.5 73 14 22 = 20 1.
X2 26 48 S T e b 34 L1 352 129 55 7.1 25 0
Small on low N i 7 fi 14 9 9 1] T 7 fi 2 9 q 10
Xl 1.5 ¥ (%) 7 | |.4 A 10 0y 14 b 13 {19 i3 0y
X2 4.5 ol X9 6E2XT 4D 59 4.0 14 E R g% 2 123 EX]
Al mutches N 74 65 Jiad wH ] 74 L3kl 71 T 105 04 9% 15 L]
Al 1.1 X3 ma 199 118 57 1.3 (1R7] 7.8 My 58 32 ) 21
A 25 123 46 1164 224 l6.8 a7 1B 150 364 1.0 T 6,3 jr
Position X k5 59 19 1223 14 33 33 i & ih 3 15 19 LR o
Annihilation N 3 k! 3 3
X IS0 176K 580 1782
M iss N L b (]| 211 193, 232 11 185 g mn2 210 196 13 214 1B
X B ET 37 350 206 1458 0% [ 94 137 1.7 143 L 9.7
False hits N 2 b} 4 4 4 | I 27 13 2 E | i
X 498 T 5547 53118 42| 140 HMée X200 B4 703 LR kT 9
Toial N 14k 1497 335 s 3 85 251 | 6% (1] il 1'31_ im 289 249
X 44 154 619 T4 22 12.2 1.4 43 R0 833 a0 ILE 7.0 19
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Table &
Ganaas
Drefuult settings Llser settings
L [ 11 Il 3nl In3 I0nl  Inl0) stra dist il Inl (1R Il Iml00
High penrk N 48 47 53 52 52 i1 47 45 47 53 52 = 51 47
X1 4 s 261007 46 28 1.6 s 0.6 £ 102 47 2 0.6
X2 1.5 3F Ih: 10X 609 96 5 1.6 45 “33E6 1000  eXT 104 F
Smull on high N 1 14 1 (i 12 9 13 12 i1 3] I 1 b 13
Xl 14 4.0 9E 7 5.5 a7 16 1.3 16 {6 34 54 15 [ .4
x2 0 1me 172 130 1.2 () 4.1 28 194 189 121 109 55 9
Small on low N L] 7 5 [ & T 7 9 7 5 ¥ g £ 7
X1 03 (K1} 1.1 04 1.7 i (4 {11 0.5 L 0.4 {5 an .5
X2 | 4 6 oL IH 403 k| 14 L6 g2 18 36 44 ig 1.7
All matches N 1 &4 L] T 73 B7 L 69 i 69 T2 [ 1.4 &7
Xl 06 1.l 83 L 44 p 15 ] 0.8 1.0 50 74 43 14 0%
X2 1.7 i1 I9h4 47 S0y.2 18 3 I8 6.8 lexa Ta4 44.1 S 27
Position X I8 18O 169 51 121 55 a1 I8 18] 165 W i | 51 g1
Annihilatiom N | I | |
X 12 0.2 2 0.2
M issey N 1ol ([iL] 1] 2560 i . ¥ P84 Ji) 1035 2 40 24 247 |54
X S9 65 BR2 674 459 269 832 59 63 BE9 674 49h 26E g2
False hils N i 15 2 il | i 2 i 15 2 0 2 i 2
X Shd 4 LR 7, 4.2 5836 142 T8 3K
Tonal N lew | 84 EL] | 33 il 4 253 169 184 3ol i il4 35 233
X A 5D eUh ST I M4 62 317 58 682 %41 3y LS 62
Table 7
GeniePC
Diefuuln settings Ulser settings
stra dist Ind 3nl Ind [0nl Il stra  dist inl Inl tnd I0n1  Inl00
High poak N 45 43 35 43 L 4% 43 48 47 63 i} fil 56 47
X1 13 L6 B2%6 1260 1830 149 1.3 a0 1.1 204 1.7 44 42 09
X1 5l 6] 12231 §28 2350 164 in 1 A0 347 65 178 1782 20
Smull on high N Fi | | 2 i 2 3 9 1k 9 15 21 16 &
X1 40 36 672 [ 232 35 34 s EX T4 Il Bl X5 L4
X2 38 4T HLE 1.5 214 4.1 19 LY 132 499 7.5 .0 T4 22
Small on low N i 2 | 2 1 | - 14 11 9 15 11 2 12
X1 0K o e 22 04 0.2 43 0.6 11 A5 07 i3 11 K
2 X0 102 359 50 I4 0% 122 1.5 52 119 13 44 56 26
All matches N 49 45 37 47 41 4R 45 8] T6h H3 E9 43 LT T
X1 14 L& 577 1156 1746 |49 1.5 33 41 1732 £ | 4.7 37 I
X2 40 6l 11627 a6 2146 156 42 1.9 545 1085 60 'IEF 12T X
Position X i 185 Lk 194 24 [ &0 By 33 178 Kl 131 49 100 97
Anmtlation N I | 1 2
X 0.2 il 06 54769
Moy N 1 j 35 92 2600 292 2l 04 87 91 137 195 134 NE 174
X130 144 1870 Sxg 43 28% 127 537 55 464 g0 225 106 80
Falso hns N I ] | i 0 0 i} 15 o 20 21 ) 15 24
X 137 12008 [ 2108 7O 3140 194 195 6.0 s 19
Total N oim ] 330 T 333 LY 23 87 oy X0 3w 344 T 275
X 98 Te3 B0 615 M2 M5 106 1012 T e e 74 171 B4 57
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Table 8
HypermerPC
Default settings User settings
stra. st Iml Ini In3 I0ml  Inl00 strm dist inl Inl Ind 10n1  IalOD
High peak N 47 47 5 54 55 52 48 48 fi 55 56 53 47
X1 0.a 13 2R X2 165 1.8 10 o7 49 2 S A | I8 1.l
2 | e 26, 1M T8 44 45 L5 1.1 1884 86 442 4.6 1.7
Small oo legh N T 9 h 9 8 g 8 24 24 25 23 21 2
X1 EN | L] 43 74 69 43 T4 23 4.1 3.0 52 V3] 41
X2 B W7 103 8.5 6.3 435 54 20 8.5 534 1 6 1947
Small on low N & 5 4 & z 7 B ] 17 i3 4 13 I
X1 23 LU 1 ) 1.0 EH | 23 10 2; 55 28 17 52 09
X2 Zl 4 366 13 58 54 i3 L& 16 8.7 71 1169 21
All matches N il 6l ) o4 70 (] 62 87 1o 2 93 BY K4
X1 1.2 21 254 28 140 22 1LE 14 173 1B L2 FE. 1.8
X2 1.3 6 1730 73 A58 48 1.9 i:5 i21.8 TE 294 R 300
Position X i} 112 41 pa7 ik 14 6.4 { W] 3.1 8.1 12 67 - 11]
Annihilation N i 3 v
X 1603 3680 13
Misses N 110 109 257 F 254 n 1549 RO 96 176 119 195 163
X g9 76 569 IDS 333 %5 29 53 633 93 %6 95 T8
Fitlse hits N i i | i} | (i} 1 |3 12 1] 3 11 k5
X 5208  B0E 347 131 b1 10 49 &3 . 72
Totul N 170 145 317 M5 £l . 52 184 % 289 T W5 M2
X 6l 476 503 a7 .2 TH Td 33 454 a8 179 7.4 59
Tahle &
Q50 Prafessional
Default sertimgs LUlser settings
sira dist Inl Inl 1nd 100l Ind00 ‘sira disi Lot Inl I3 10l Inl00
High peak N 47 43 41 47 45 45 46 48 47 11 ¥ &l 47
Xl .2 21 6018 1294 138F |59 1.3 [0 47 6.4 s 33 L3
X1 33 51 12199 1035 1756 139 31 (1] 40 |5%3, 139 355 L6
Small on high N 7 4 11 K 7 5 & 16 12 I 13 P 13
X1 L3 2 82 130 44 3. 20 105 13 i 12 43
X2 13 T 11E3 108 110 30 16 in 2049 7.8 40 1312 3112
Small on low N [ 3 5 5 6 K 5 14 4 K I 15 13
X1l 09 08 4.3 i3 1.2 20 0.8 0% 7 13 a7 DE i3
Xx 148 1) 24 2 15 k| 1.5 L5 8 b 209 ] 0
Allmatches N 60 50 59 &0 b 5K 57 T8 3 07 Z a7 75
X1 412 24 4427 1026 1092 110 1.7 1.1 14 58 ki el I8
x2: 23 34 Q122 827 1378 114 i5 .3 103 1169 40 254 &5
Position X 20 E6  1L6 158 S0 124 849 20 195 57 148 §4 &2
Annihilation A I 2 4 1
X 45 6419 1437 1813
Misses N Ollo 1X 245 Rkl i L jud 9] i e =08 X4 172
X 349 125 3431 T43 1100 323 [ VAN Bl TE 2 255 689 149
False hits N 12 1 i i { 13 26 i i1 il 5
X 4143 5.8 = 10* 123 B9 73 3.3 82
Total NO1TD 182 £l i) 299 K] 293 251 52 [ 9 39 M 134 252
X 5.2 a7 9al T899 M8 R4 #1 44 164 213 192 479 1
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Tabie 10
Sammpodi
Drefaull setimps L'ser settings
stra it inl 3nl In3 10nl ok st dist Inl 3ni Int fiel  InlO6
High peak M a7 A s 48 46 At a6 a7 46 Bh L i 56 47
X1 ] 1B 290 202 270 53 L& |8 L& 2000 54 1.5 62 109
P 23 Ap 3649 150 X6 39 b | 23 3 %32 x| 233 3| 175
Small on high N 1] 4 2 4 4 ¥ 5 ] 4 20 5 i an 2%
X1 14 128 2 in Ly S 45 {r4 43 14 12K 4.5 75 T4 4.7 4.1
X 14 4758 30 L 50 03 35 14 474 46 e 185 DS 1.7
Small on low N 4 5 3 i 3 5 5 4 5 14 24 9 i 15
X1 s 06 4% 09 16 L7 L& i 06 82 6.3 35 483 22
X2 i 1.5 144 12 4 12 1.6 (h 1.5 1.4 138 ThH 313 27
All maches N 57 35 4 55 53 S6  Sh 5T S5 120 16 1T 0 93
Xl e S 5. 2660¢ 178 2319 4.5 20 i S &1 PR [ o .0 6B 133 73
X1 286 53 T 13e M2 5.1 23 bl 53 ¥WE M0 %S M3 200
Pasiion X EE N LY 53 8.1 Ly 65 52 0f bl 3.2 4.6 3l 48 43
A hlation N 1 | I |
X 10743 ET7.4 1074.3 8774
Misses N 11y 115 284 24E 280 144 156 1y 1% 193 175 s 158 154
X 9y ki 1979 380 928 305 a5 97 Kl 123 98K 129 &1 77
False hits il 1] 7 SR | 0 0 1 ] | A 42 15 43 A0
X 9225 A56H0.0 G325 JRE9 ZS_.T Ll e 171 266
Total N m 1y 329 33 311 A0 252 e 177 153 313 3600 133 287
X 70 427 40 490 R8O35 TR TH 427 449 57T (132 109 102
Tuhble 11
Span
Defaulr setings Llser settings
stra. st inl  3al Ind nl  inl00 sira dis inl dnl Ind 10ml Indid
High peak N 4l 63 5l | 43 4] 41 67 2 53 A 4]
Al (i e LI 4.1 L 30 1.9 1 106 42 6.3 5 14
X2 1.0 441 12 179 T4 2% 20 ¥ 1.5 2000 39 i
Small on hugh N 14 9 17 ¥ I 11 23 15 18 24 27 i3
X1 24 41 6.5 138 41 15 1.9 35 N 3 23 i
X3 |.® 34 48 N7 334 35 20 is 6l G4 153 1.8
Small on low N & 3 H 3 -] 5 il 5 12 2 }] 10
X1 ih L 1.9 13 5 e 0.7 1.5 L2 14 2.3 i4
) ] 1.1 213 4.3 5 144 2. 24 Rl i14 51 134 10UG
All mawches N il 75 76 il it v 7 a7 9 59 K2 74
Al 1.1 99 44 78 32 21 13 2.3 i 6.3 26 Lé
X 12 LA g4 156 158 29 21 KO LR 153 | A 198
Position X 33 g4 117 sp B9 97 27 37122 54 53 2
Annfhilaton A 1 |
X 132ES 13275
Missis N 0 175 156 | 54 166 |4 54 163 134 165 150 128
X Th 38 124 s 182 20 56 M4 127 226 173 7.9
False hits N 1] 9 I8 15 25 25 44 in 43 51 fi8 6%
X 26 L3 X3 53 34 42 EN | 54 & 31 32 14
Tatal N 147 259 280 27y 2% 1 180 /O 20 305 0 290
X 4.3 = | 9.3 185 128 al LN 18 50 146 1001 50
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Table 12
Inter'Winner
Defaull seitings Ulser setiings
i dist Inl nl In3 1l 1nldd  stra dist inl Inl Ind il Inii0

High peak N I 36 4] I8 18 37 iR 35 34 73 A3 51 4 34

X1 05 08 315 T3 gsD 04 L& 06 06 09 1 R L& 1.

X2 35 52 11751 1353 2337 334 116 AR 52 818 1E1 1E3 15.3 98
Small on kigh N 16 11 13 2 1] 15 |9 17 13 17 25 22 16 17

Xl Lé 33 93 1.7 49 12 12 1.3 33 17 22 )5 L& Ly

X 55 2193 4T1 Mn 1231 2 179 51 93 213 9. 133 W_T 2%
Small on low N 5 ] 3 T fi i ] fr u i 14 14 ] Il

X 14 14 o 18 1.5 20 12 I3 L4 R .6 1.0 v 4

Xr N3 333 190 TH4 2R 227 1618 19 N3 63 M3 B0 1103 4258
All muatches N 57 57 S5 fify fiid 58 65 S0 i L L 92 Ay 73 ik

X1 09 [2 1694 424 554 L L LY 12 165 18 22 ik 13

X2 sS4 512 EXMe 9XE 1589 Mg 37| £7- 532 50 9 19 M3 1713
Position X 45 129 98 14K (5 S 1 R 1 41 1249 S [ B 740 82 95
Anmthilubion N | | 1 |

X 0y i (g 1N
Wisses N BE 67 IT% 153 LBT 6 el fifs fi7 141 142 151 |56 127

X 45 0B Zea2 1800 133z 33 UN | S0 108 P "o e a4 9
Fulse hits N7 L 47 5 35 du dd 3| iy 39 i 40 25 32

X 1l 54.5 19 323 1.6 1.5 20 4 845 616 . ] 2 2
Totpl N 172 196 TF 19 282 275 138 il 1943 17 172 280 54 24

X T 23 24 AT 1003 218 5 0 B g 70 Tt 65 57

detection of a spurious peak s not necessanly a bad thing
if the peak areq is reported with a high uncertainty as
indicuted by the X *.value for the filse hits, Also, spunous
peaks can result from unavoidable imperfection of the
peak search algorithm as well as from tneorrect multiplet
deconvalutions. Nevertheless, it 15 clear from the figures
ithat o program like Gamma-W 15 performing belter in
this respect than eg InterWinner.

5.3 Peak shape model dependency of abvolute peek arvea

iferterminatican

In Fig: 4, the renormalzation factors and their uncer-
tamities for the peak areas determined by the anualysis
progrims are shown,

It has been said that peak areas in y-ray spectracan et
defined differently when applying different peak shape
models. This would mean thar oneanalysis program
could wield other areas than the next, as long it was
sell-consistent. The results from diny  determination
would come oul the sume as long 45 the program was
used both for calibranon and measurement — o bigs
wolld cancel out. This is true as long 08 comodence
summing docs not play 3 part,

A conmsient buas n peak area determination would
affect the apparent peak cfficiency of o detector. Bul,

where the peak area of a sum peak is given by the product
of the photopeak efficiencies for the comrbuting pho-
toms, it would not be given by the product of the appareni
photopeak efficiencies - the area determination bias fac-
tor would come in only once. not as many times as there
are comtributimg photons,

Asshownin Fig 4, the programs tested vield unhinsed
peak arcas. within the statistics of the test (the only
outlier at ¥ = 001 being GammaVision) us well as within
# reasonable range of 1%, No problems need therefore be
expected when corrections for coincidence summing are
1 he computed {rom etficiency curves determined using
one of these programs, (To ensure that GammaVision
was not handicapped by its possible bias in the remiin-
der of the intercomparison, some of the stanstical
compirison runs were performed-afler peak ared renor-
malization. Tt was found that the results only changed
margnally, )

A4, Imerpretation of the X -valies

The X*-values computed it this inlercomparnson can
be imterpreted as reduced chi-squared values: A value of
unsty indicates statistical control, o value less than unity
overestimation of uncertimbies and 4 value larger thun
unity underestimation of uncertainties. The z-scores
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Peak detection
{STRAIGHT spectrum)

SampaS0 m i : . |muser “nrq."

A

B M i - |mdefaut settings 8

# peaks

Fig 2. Mumbers of detected small peaks an high background

underlying the X*-values, however, uré not normally
distributed: in those cases where incorrect deconvolution
wocurs, very high values can result. A& ugh X--value can
represent a group of nearly perfectly distributed z-scores,
ke d mean value of 0 and o mean of sguares of 1
containing such a single high z-score,

Alsc; in this work two Kinds of X*-values are defined:
The first based on z-scores wocounting lor both the refer-
ence and the reported uncertainties, the second on the
=soores computed from reference uncertainties only. In
this case, the first X* indicates the level of statistical
control of the program as described above, the second
indicates how well the peak areas themselves were deter-
mined regardless of the reported uneertamties.

b3 -'fl'ﬂ}!l'rl' p«t‘rrﬁ ared and unceriainty dederminaton

Since only the "straight” und the “distort™ spectra
coflain singlet peaks. the anualysis results abtained from
these spectra are relevant for the quality of singlet urea
determination of the programs. The ANSI standard de-
scribes the testing of the independence of peak area
determunation from the baseline level. This aspect is not
explicitly tested here. However, if 4 program performs
well i the 1ést deseribed here, it follows that it satsfies
the AMSI crterion. If it performs badly, ong of the

Peak discrimination

(STRAIGHT spectrum)
ierWnner | :
Span [ na
GammaFlus : 7 A
:: Musersefngs
R | dalault settings |
GammaTrao j S ‘ 5 ‘_ ’ § “:,5; :
Hyermat | o - P
Ganaas | if it - : i
Gammasion _Mﬁ:_ e r i
oafi =L
Actin ' & ; T --::+~_'I\v¢ s

40 -3 -0 10 0 2.
¥ peaks

Fig 1. Difference between number of detecied small peaks on
high backpround und mamber of false hits

possible covses could be such o dependence In Fig. 5, the
X“*-values based on the reference uncertainties are plot-
ted lor the programs in their different modes. It is clear
from the graph that the performance of most programs
remiined more or less the same when the change from
default to user settings was made, [n most cases, the user
settings lead to shghtly better results. This implies that
the defoislt seitings of the annlysis programs are suitable
for the analysis of singlet peaks. The fact that user set-
tings do not always lead 1o better result indicates that the
information offered by the corresponding programs to
judge the guality of the results can be improved

In Fig. 6, the X*values based on the uncentainties
reported by the programs have been plotted. Even
though most X*-values differ from umity significantly, all
programs excepl one demonstrate to be in reasonable
statistical control, mfluenced to some degree by the user
settings. From the statistical control and the quality of
the area delerminations, an uncertainty overestimation
factor { can be computed using

f=X1,/XE,

The resulting values are shown in Fig. 7. Most pro-
grams lurn out 1o overestinite the uncertainties they
report, relative to the optimum uncertainties from the
reference list Relatve o the actunl diserepancies
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Fig 4. Renarmalization facloms and uncertainties for the analysis programs
Area Estimation Statistical Contrel
[STRAIGHT spectrum) (STRAIGHT spactrum)
i terWnner | oo PR Ry
" : i Wuses saftings ||
- EE oo 2
o ..._I.IEI"BIHI"U‘. Span ; ‘ ;.wmm' i
@ defaut settings | = T
% 5‘ : GammaPus e B B 4 M*' ‘: ; i *f“" 5
oo [ 2 W E
GammaTrac ; m‘f i e
i fmne D
ot | P
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Ganaas H RS “;: o
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GarrmaVieon | i s ,;
e ﬁ." i
s e : ; s 3 ; GED v e e e i X Sy g--;
pchn [ Actan |
’ e o R e
1 10 100 a1 1 14 100

reduced sum of squaras

Fig 5. X*-values based on reference unceriunties for each pro-
gram n ks two modes

berween reported areas and referénce areas. however, the
reporied unceriaimties are reasonable as Fig, 6 illusirates.

Even though most progrims do not report peak posi-
tionm uncertainties but merely imply them to be 001 keV

reduced sum of squares

Fig 6. X'values based on the wincertninties reported by the
programs in their two modes for the “stratght” spectrim.

with two digits after the dot, the siatistical contral in this
respect 15 quite good, as can be seen in the tables,

The 511 keV peak arca is defermuined correctly only
by Cranaas, GeniePC and InterWinner, even though
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Uncertainty Estimation
(STRAIGHT spectrum)

o e ) G
mletnner [ m % =
q-;. i 3 ; S

Span F | |musersetings |
GammaPls | 0 .H”" g
GammaTrac :

Hy parmat
GenePC
Ganass
Gammaly
Gamma'Smion
050
ActAn

o 1 # ?

overestimation factor

Fig 7 Uncerlanmiy overestimution Feroes

a 511 ke peak was present in the calibration spec-
Trum,

The “distort” spectrum was analyzed well by Gam-
maPlus, GammaVision and Gamma-W, None of the
other programs, apparently more sensitive to (he Chnge
i peak shape, reported to the user thar such a change
had occurred. In principle, this feature could be built in,
since high-energy tailing distorts all peaks in the sume way

1.0 Donbier {-‘:‘r.lﬁ dared and wncerfainny defrminglion

The programs cannot be expected 1o determine the
peak aress in a spectrum containing only doublets as well
as in the “straight” spectrum. Nevertheless, they should
be n statstical control under ull circumstances, The
quality of the area and 1ts uncertainty estimation for the
case of the “add Inl" spectrum is shown in Figs. 8 and 9,
in the same way as for the “straight” spectrum in Figs. 6
and 3.

Asshown in Fig 9, none of the programs prove 1o be
o statisbeal control. All programs underestimate the
uncertainties in the peak ureas they report. However,
mIme progriams are less over-confident than others. Most
programs perform better, both with respect to peak area
and uncertainty, with the user settings. In some cises, the
user settings result in u change in X*-values of more than
one order of magnitude. With the default settings, the

Area Estimation
(ADD1N1 spectrum)

Gamma\/ision

Os0

ActAn

1 10 100 1000 10000
reduced sum of Squares

Fig & X% -values based on the reference uncertainties for the
programs in their 1wo modes for the “addIn)™ spectium.

corresponding  programs only infegrate peaks (eg
GeniePC, O8O/ Professional) or do not perform a resi-
dual search {e.g. Sampo %0, Gamma Vision), The reason
that the GammaVision results do not improve with user
settings is that this program will deconvolute multiplets
only if the constituent peaks-are in its gamma-ray libra ry
or mitially detected by the peak search algorithm. It wus
decided that supplying this library 1o the program would
give it an unfair advantage over the other programs. Such
library based multiplet deconvolution potentially could
vield very stable resulis, as shown in the past for X-ray
spectrum analysis by Espen [10]

The remiining programs that wield more or less
equally good results with default und user settings always
fit und deconvolute peaks, but the user may exert some
comrol over the process by setling parnmeters such as
it residual peak search threshold

To investigate the problems with the “addin1” spec-
trum, the output of the statistical comparison program
was studied and it was found that, in those cases where
u doublet has been mistaken for a singlet, most of the
programs report 4 singlet that does not mateh either of
the doublet components 1o within 0.5 x FWHM or the
reporied position uncertainty, as illustrated in Fig. 10,
This 15 most likely to happen on the low-cnergy side of
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the spectrum, where the doublet separation s
L2 = FWHM. Addinonal runs of the comparison pro-
gram were performed where the criterion for @ match in
peak  position was. varied from 022 FWHM 1o
1.2« FWHM, covering the range of the doublel sepa-
rationsin the spectrum. From Fig 11, where some results
for one of the analysis programs are shown, if 15 clear
how crucial this criterion 15, even though 1t 15 an extreme
case. At high values, the peak position uncertuinties re-
ported by the analysis program are no longer relevani,
unrecognized doublets match both components in the
reference list and, a5 desenbed m Section 241, these
components are merged so that total dooblet areas are
comparesd,

Statistical Contral
{ADDAN1 spectrum)

e

GammaTrac e =
: W user selngs
|| mdefaut settings

1 10 104 1000
reduced sum of squares

Fig 9 A--vilues bused on the uncertminties: reported by the
programs in their two modes for the “addin]® SPECtTIm

To establish how well the analysis programs could
distinguish doublets from singlets, their resolving power
was defined as the number of high peak in the addin]
spectrum divided by the same in the straight spectrum,
For this ratio, 2 would be a perfect score. The X -value
for false hits in the “addinl™ spectrum indicates that
doublets are being mistaken for multiplets, To eliminate
the effect of too small reported position uncertainties. the
data were determined using a 1.0= FWHM matching
criterion, The resulis are shown in Figs. 12 and 13,

An analysis program that performs residual searches in
the fitling process muy miss multiplet components o1
detect spurious multiplet components. The lower the
residunl search threshold, the less components will be
missed but the mare spurious components will be found
From the graphs. it is.clear that the threshold wis set too
low for Sumpo 90 and InterWinner by the user - the
deconvolution power is very large, but 5o is the X*-value
for false hits. The trade-off between the two aspects tams
out not o be the sume for all anolysis programs, For
example, the trade-off has torned out less favorable for
Gamma-W than for InterWinner.

As shown by Koskelo [B] and implemented earlier at
IRI[11.12]. an alternative for multiplet deconvilution is
the determinution of total ares; followed by the deter-
mination of the constituent peak arcas in the interpreta-
tion stage. This method can only work well if the sal
preas of the doublets in this test can be determined
carréctly by the analvsis programs, Also, the programs
should report o peak position uncertainty  (muvbe
“multplet range” would be a bemer term) in these coses
that can be used as a search window mn the y-ray cala-
logue. Since they do not, search windows of | keV or
1= FWHM are common practice, nnnecessarily com-
plicating the interprelalion process

To establish the quality of the total area determina-
tion, the results from the | = FWHM match criterion
statistical comparison runs were used for Figs. 14and 15,
otherwise identical 10 Figs, 8and 9. These figures indicate
that the total areas of the doublets mistuken lor singlets,
ns-well as eonstituent aress of correctly recognized doub-
lets. are determined well by Gannas. Hypermet PC,
GammaVision, GeniePC and Span. These programs also
demonstrate to be in reasonable statistical control.

PEFERENCE DATA | AMALY¥SIS PROGRAM OUTPUT |
E | A | | A | Z-moores
wval unc | wval e | wval e | wal unc | rep raf
352.3 [+ T R | 98593 452 | 352.3 6.1 | o 2200 | -43.7
352.8 0.0 1 0 o | 352.8 0.01 | 193000 563 |353.3
353.5 o.1 | SE593 492 | 353.5 0.1 | 0. 2200 | -43.7

Fig 10, Section of s-score table, showing a doobiet mistiken for b smgiel. reported with such o position uncertainty that the (eported

slnptlel matches neithes of the doublet components.
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Fig 13 X*-values related 16 false hits, indicating deconvolution

Fig. 12 Resolving power of the analysis programs. COTECTNERS,
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Total Area Estimation
{(ADDINT spectrum)

| muser seftings
.| Edefaull seffings

0

1 10 100 1000
reduced sum of squares

Fig 14 X--values based on ihe reference uncettainties for the
programs i their o miodes for the "add 1nl™ specirum, deter-
mted with i 1 < FWHM match eritenon

4. Conclusions

All programs tested yield unbigsed peak arsas to with-
m 1%, The expected peak shape model dependence was
nok found m practice. Te avoid comadence correction
problems, any program developed in the future should be
required 10 also yield unbiased peak arcas

I the applicd tests, singlet peak ureps ure delermined
quite well by all programs except GummaTreac and all
progroms-ore i reasonable stansbical control with re-
spect to the peak areas, positions and their unceriainties
Very good results were obtained with Span, Gamma Plus,
Hypernet PO, Ganaas, OS50 Professiomal, Sampo 90 and
Gmmma-W (in no particular order,

Droublets w1 separations below 1.2 % FWHM oflen are
mistaken for & smglet by all programs and reporred with
miuch tpo small peak position uncertmnties, even if the
settings of the program allow it 1o perform residual
searches and add multiplel components in the fiting
procediure. With respect to resxolving power us defined in
this test and quality of area defermination, ActAn,
Gamma-W and Sampo 90 vielded the least bad resulis.
Cinly after the consequences ol peak position uneertaimnty
underestimation were removed by a change in the test

Statistical Control Total Areas
{ADDINT spectrum)

e

nterWinner

E_F

GammaTrac m
B e |
& .

.| mdefaul geltings

a1 1 10 100 1000

reduced sum of squares

Fle 15 X -values hased on the uncertiainties reported by the
programs in their two modes for the “addind™ spectrom, deter-
mined with a | = FWHM muaich crienon

procedure, Ganaus, Hypermet PC. Gamma Vision, Ge-
nePC and Span proved 1o determine the donstituent
peak areas (or the total peak areas in case of an usrecogm-
Zed doublet) quite well and ulsa proved 16 be in statistical
control

The results obiained with user defined setings are
usually better than the results abtained with the default
sertings, T thosde mstances where this is nol the cise, the
umalysis program apparently can be improved with res-
pect 1o the mformation offered 1o the user to judgs the
quality of the results, e plots of residual pulterns.

Even though some of the programs obviously need
mone improvement than others. no program EMETEEs s
the best from this intercomparison. The user may select
the program that is the mest suitable for the specific
Y-y spectri o be analveed, or the most flesible il
different kinds of spectra are 1o be nnalvized.
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